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The Finjan Vital Security NG-8040 is based on a Nortel Layer 2/7 switch
appliance which is used as a Load Balancer and integrated into the Finjan Blade
Center chassis.

Key features of Vital Security NG-8040 Load Balancer are:
e [P Load Balancing
e Gigabit Ethernet switch
e Layer 4/7 switching
e Redundant High Available Solution (2N)
e Enhanced security
e Enhanced health checks

Load Balancers consists of a virtual server (also referred to as vserver or VIP)
which, in turn, consists of an IP address and port. The virtual server (VIP) is
bound to a number of physical services running on the physical servers in a server
farm. These physical services contain the physical server's IP address and port.

The following traffic flow occurs while using a load balancer: A client sends a
request to the virtual server (load balancer). The load balancer selects a physical
server in the server farm and directs this request to the selected physical server

Load Balancers also perform server monitoring (health checks) and maintains
traffic/load statistics in order to ensure even balancing between the
servers/services in the farm. In case of service failure, or server maintenance
downtime, the load balancer will balance the traffic across the remaining
servers/services that are up (healthy).

Load balancing is especially important for networks where it is difficult to predict
the number of requests that will be issued to a server. A load balancer can be used
to increase the capacity of a collection of servers beyond that of a single server.
Therefore, load balancing is needed in a Vital Security environment comprising
multiple Vital Security scanning servers and SSL appliances.

The Vital Security NG-8040 Load Balancer is integrated into the blade center
chassis to enable traffic load balancing without the need of an external switch.
Balancing the network traffic among multiple Servers is used to increase the
traffic capacity of the system working as a server farm beyond that of a single
server. It also increases the system availability by enabling service through any of
the other servers in the farm in case one of the servers in that farm failed, making
a server failure transparent to the end-user.

L NOTE: This document is relevant for VSOS 8.4.x.
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This document describes 3 basic topologies for load balancing using a Vital
Security NG-8040 switch in a Blade center:

1. Load Balance two Vital Security NG scanning servers.
2. Load Balance multiple Vital Security NG Scanning Servers with SSL.

3. Load Balance multiple Vital Security NG Scanning Servers (with no SSL)
while working in Transparent Mode

In topologies 1 and 2 above, the assumption is that the client’s browsers are
configured to directly access the switch’s IP which acts as a proxy. This IP will be
the virtual IP for all scanners. The switch will than load balance the traffic among
the services, either regular scanning servers or scanning servers with SLL.
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This section describes the configuration of the Nortel L2-7 switch to work with
the Vital Security environment on a flat network (one subnet comprising as many
scanners as required).

The switch configuration enables redirection of traffic to the blades.

A health check test does a 3-way handshake with each of the scanning servers
every 10 seconds. If the scanning servers do not answer after 2 consecutive Health
checks, the failed scanning server will be disabled by the switch.

The example that follows is based on the setup shown below.

Diefault
Gateway

Client PC Hortel o

switch
L —

A,

NG 8100 Internet
Scanners

NG 5080 _Q
Policy Server

A basic installation of a Policy Server® and multiple scanning servers is required.

Each scanning server in this configuration is accessed through the proxy virtual
IP. In addition the switch itself should have an IP from the same subnet.

.  NOTE: This configuration also supports the HA-PS solution.

! A single or active/standby Policy Server configuration can be used in this topology
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In the following example, the switch configuration comprises of the following
addresses:

Vital Security scanning server 1: 10.194.150.11
Vital Security scanning server 2: 10.194.150.12
Default gateway: 10.194.0.1

Switch IP address: 10.194.150.200

Proxy Virtual IP: 10.194.150.87

.  NOTE: All of the commands in the switch configuration can be copied
and pasted to the switch except for the ones which require IP changes.

.JWI'[CI'I rreoCiuie

Swwitch module 1

H}wer rnccule
Blower module 1 Power module 1
.I:III III o

,-"
Management
| module
| Reserved
f
an-wer module 2 Power module 2
Pc:wer module bay 4 Rear systemn LED panel

Switch module 2
Switch module bay 4

¥ NOTE: The IP of the switch is set by default to 192.168.70.127 —
192.168.70.130, depending on the location of the switch on the chassis,
such that the default IP on place holder number 1 is 192.168.70.127.
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= To log in to the switch

1. Log in to the switch via telnet using the “admin” password. The switch is
booted with factory default configuration. The following is displayed:

pouwer cycle

MAC Address: B@:16:68:fd:5a:68 Management IP Address (if 128>: 12Z2.168.76.137
Software Version 1.2.4.1 <(FLASH imagel}, factory default configuration.

3178570
EL4512611
¥YJ1ZGS61K?65
2634

2
PLD Firmware Uersion: 1.8

Temperature Sensor 1 {Warningl: 36.8 C (Marn at 77.8 Cr/Recover at V2.8 C)
Temperature Sensor 2 (Shutdown?: 37.8 C <(Warn at 98.8 C-/Recover at 88.8 C>

The switch is booted with factory default configuration.
To ease the configuration of the switch,. a "Set Up" facility which
will prompt you with those configuration items that are essential
to the operation of the switch iz provided.

Jan 1 18:35:38 122.168.78.137 NOTICE mgmt: admin login from host 192.168.70.13
4]

Hould vou like to run "Set Up' to configure the switch? [ysnl n

2. Typen (i.e. do not run the “Set up” to configure the switch).

3. Ensure that the switch configuration is empty by typing the following
command:

[cfg/dump
A clean configuration will give the following result:

script start "Nortel Networks Layer2-7 GbE Switch Module" 4 [****
/* Configuration dump taken 0:03:20 Thu Jan 1, 2070

/* Version 21.0.1.1, Base MAC address 00:13:0a:4d:13:00

/

script end [*rx*

4. If this result is not displayed, restore the configuration to default from the
Blade Center management module on the 1/0 Module configuration screen
(see Paragraph 6.2).

= To add IP of switch

¢ Add the IP of the switch and set the default gateway by typing the following:

[clI2/stg 1/off
[c/13/if 1
ena
addr 10.194.150.200
mask 255.255.0.0
broad 10.194.255.255
/cli3/gw 1
ena
addr 10.194.0.1
/c/slb/adv
direct ena
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= To configure the multiple Vital Security scanning servers on the switch

¢ For Vital Security scanning server configuration on the switch, type the
following

[c/sIb/real 1

ena

rip 10.194.150.11

inter 10

retry 2

name "Vital Security NG scanning server 1 IP address"
[c/sIb/real 2

ena

rip 10.194.150.12

inter 10

retry 2

name "Vital Security NG scanning server 2 IP address"
[c/sIb/group 1

add 1

add 2

metric minmisses

¥ NOTE: This will add 2 scanning servers with IPs 10.194.150.11 and
10.194.150.12 to the configuration, combined as a group called group 1.

= To create the virtual IP:

¢ To create the virtual IP for the load balancing and set its services, type the
following:

[c/slbl/virt 1
ena
vip 10.194.150.87
[c/slb/virt 1/service 8080
group 1
[/c/slb/virt 1/service 2121
group 1
pbind clientip
dbind ena
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= To set the switch internal ports to work in the correct mode:

¢ To set the switch internal ports to work in the correct mode type the
following:

¥ NOTE: Type only the required internal ports on which scanning blades
are installed, i.e. if blades are in slots 1-5, then only INT1-INT5 should
be defined.

/c/slb/port INT1
server ena
[c/slb/port INT2
server ena
[cIslb/port INT3
server ena
[c/sIb/port INT4
server ena
[cIslb/port INT5
server ena
/c/slb/port INT6
server ena
[c/slb/port INT7
server ena
[c/slb/port INT8
server ena
/clslb/port INT9
server ena
/clslb/port INT10
server ena
/clslb/port INT11
server ena
/c/slb/port INT12
server ena
/c/slb/port INT13
server ena
/cIslb/port INT14
server ena
[clslb/port EXT1
client ena

= To save the configuration
¢ To save the configuration type the following

apply
save

¥ NOTE: Itis recommended to save the configuration regularly while
entering command lines.
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4 Load Balancing multiple Vital Security
Scanning Servers with SSL on a Blade
Center

The following topology configuration handles the option of load balancing the
traffic on multiple? Vital Security scanning servers with additional load balancing
of SSL traffic over multiple SSL appliances.

4.1 Setup Instructions

The example that follows is based on the setup shown below.

Web scanner and
S5L scanners are in
pairs and run in

prowy mode,
10,194.150.41
/

8400 VIP 2
10.194.150.45

400 VIP 3
BO40 10.194.150.47

- 2041
Traffic passed in praxy
made b the corresponding

WP address of eilher the
Web Scannars or ihe 5351
Socanners,

)

A

10.194.150 .42

(O

3044 LZ-T Switch

\H-
L] i 3
<> 10.194.150.38

MNGB080
Policy Blade

110.194.150.39

All Zearners and Palicy
Server ane on the same
subnat

8100 VIP 1
10.194.150.46

2 One or more

10
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For the purposes of this configuration, assume that in the Telnet session you will
be working on the network 10.194. XXX.XXX.

The switch must have an IP route to all of the real servers that receive switching
services.
= To configure the load balancer to match the LAN (i.e. to have a LAN IP)
1. To configure the load balancer to match the LAN, type the following:
[c/3/if 1

This will create a new interface (1) for the load balancer which is on the same
network as the LAN.

2. Type the following:
mask 255.255.0.0
addr 10.194.50.7
vlan 1
ena

The instructions listed below are relevant to every external port (EXT) in the
switch that has an Ethernet line (network cable) attached. There may be 1-4
external ports depending on the number of external ports connected to the switch.
Each port relates to an Ethernet interface on each blade (eth0-eth3). This is
supported by hardware on the blades themselves (by default only ethO and ethl
are available and both are enabled). It is also necessary to configure all 14 internal
ports, as the traffic may come from any blade (i.e. blade servers 1-14).

11
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= Toset up the ports
¢ To set up the ports, type the following:

. NOTE: Type only the required internal ports on which scanning blades
are installed, i.e. if blades are in slots 1-5 on the chassis, then only INT1-
INT5 should be defined. Similarly, only the EXT ports which are
connected on the switch and used for incoming traffic to the scanning
blades should be configured.

/clslb/port INT1
client ena
server ena
/clslb/port INT2
client ena
server ena
[c/slb/port INT3
client ena
server ena
[c/sIb/port INT4
client ena
server ena
[cIslb/port INT5
client ena
server ena
[c/slb/port INT6
client ena
server ena
[clslb/port INT7
client ena
server ena
[cIslb/port INT8
client ena
server ena
/clslb/port INT9
client ena
server ena
/c/slb/port INT10
client ena
server ena
/c/slb/port INT11
client ena
server ena
/clslb/port INT12
client ena
server ena
/clslb/port INT13
client ena
server ena
/c/slb/port INT14
client ena
server ena

12
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[clslb/port EXT1
client ena
server ena
proxy ena

[cIslb/port EXT2
client ena
server ena
proxy ena

[clslb/port EXT3
client ena
server ena
proxy ena

[cIslb/port EXT4
client ena
server ena
proxy ena

Configuration is necessary in order to introduce the entire network to the load
balancer. The real servers in any given real server group must have an IP route to
the switch that performs the load balancing functions. This IP routing is easily
accomplished by placing the switches and servers on the same IP subnet.

= To create a Real Server

¢ To create a Real Server, type the following

[clslb/real 2
ena
rip 10.194.150.41
name "SSL Appliance 1 IP address"
[c/sIb/real 3
ena
rip 10.194.150.42
name "SSL Appliance 2 IP address"
/clslb/real 4
ena
rip 10.194.150.38
name "Vital Security NG scanning server 1 IP address"
[c/sIb/real 5
ena
rip 10.194.150.39
name "Vital Security NG scanning server 2 IP address"

¥ NOTE: 10.194.150.41 and 101.194.150.42 are the SSL appliance IPs and ,
10.194.150.38 and 10.194.150.39 are the NG-8100 appliance IPs.

13
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= Tocreate a group which combines similar scanning servers together

¢ To create a group which combines similar scanning servers together, type the
following:
[c/slb/group 1

add 2
add 3

le/slb/group 2

add 4
add 5

£  NOTE: Group 1 is the group of SSL scanning servers, group 2 is the
group of HTTP scanning servers.

The Virtual Server is the Load Balancer address that the Client’s browser points to
as a proxy. The following configuration will provide the right group of scanning
servers for each service.

= To create a virtual server

¢ To create a virtual server, type the following:

[c/slb/virt 1
ena
vip 10.194.150.45
[c/slblvirt 1/service 8080
group 1
[clslblvirt 2
ena
vip 10.194.150.46
[c/slblvirt 2/service 8080
group 2
/c/slblvirt 3
ena
vip 10.194.150.47
/c/slb/virt 3/service 8081
group 1

14
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¥ NOTE: 10.194.150.45 and 10.194.150.46 are the HTTPS LB VIP on port
8080, 10.194.150.47 is the HTTP LB VIP on port 8081 for the loopback,

group 1 is the group of SSL scanning servers and group 2 is the group of
HTTP scanning servers,

This example includes both 10.194.150.45 and 10.194.150.46 (virtual IP
addresses/virtual proxies) using port 8080 (this is configured in the browser as the

proxy settings). In order to enable using the same port by two different IPs, Direct
Mode must be enabled.

= To enable Direct Mode

¢ To enable Direct Mode, type the following:

/c/slb/adv
direct ena

= To configure Vital Security:

1. Navigate in the Management Console to Settings-> Devices-> Scanning
Server-> HTTP-> Proxy Chain.

Proxy Chain
Enable Mext Proxy -
Mext Proxy IP Address:

Mext Proxy Port:

Enable SSL Returned Communication Mesxt Proxy [
551 Returned Communication Next Proxy IP Address: 10 . 184 180 | 47
551 Returned Commmunication Mext Proxy Port: EIDEIl[

2. Check the Enable SSL Returned Communication Next Proxy in order to

add a Next Proxy specifically for SSL Traffic. Enter the relevant IP Address
and Port.

15
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= To configure the SSL Appliance:

¢ Onthe SSL web configuration screen, navigate to Scanners-> Proxy
Settings and enter the required proxy settings.

Proxy Settings

Scanning proxy [P address: |1EI.194.15III.4E

Scanning proxy port: IBDED

Incoming Reguests port: |BDBD

Clutgaoing Reguests port: |EiEIB1

= To configure the Browser:

1. Navigate in the Internet Explorer to Tools-> Internet Options->
Connections-> LAN Settings.

Local Area Metwork {LAN]) Settings il

— Aukomatic configuration

Aukomatic configuration may override manual settings, To ensure the
use of manual setkings, disable automatic configuration.

[ mutomatically detect settings

™ Use automatic configuration scripk

Address I

~ Proxy server

I Ise a provey server For wour LAR (These settings will not apply ko
dial-up or YPM connections).

fddress; I Pkt I .ﬁ.dvanced...l

" Bypass proxy server for local addresses

(04 I Cancel |

2. Select the Proxy Server option and click Advanced. The proxy Settings
screen is displayed.

16
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Proxy Settings i o
[ OErvErS

Type Prowxy address to use Paort

© HTTP: | 10.194.150.46 | 080
Secure: | 10.194.150.45 | 080
FTP: | |
Gopher: | : |
Socks: I g I

[ Use the same proxy server For all protocols

~Exceptions
Do not use procey server for addresses beginning with:
| s d
T

o -
Iz semicolons [ ) to separate entries,

| Ik I Zancel |

3. Type inthe HTTP proxy address and port as well as the secure proxy address
and port and click OK.

¥ NOTE: This IP is the virtual IP of the switch which was previously
configured.

17
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This section describes the configuration of the Nortel L2-7 switch to work with
the Vital Security environment in transparent mode on a flat network (one subnet).

The suggested switch configuration will enable the switch to redirect traffic to the
scanning server blades.

A health check test does a 3-way handshake with each of the scanning servers
every 10 seconds. If the scanning servers do not answer after 2 consecutive health

checks, they are disabled by the switch and traffic will not be send to it until it will
respond again.

The example that follows is based on the setup shown below.

Default Firewvall
Gateway

Client PC Mot

switch
i=—
ATHH

NG 8100
Scanners

A& 3
MG 8080 _J (l
Policy Server B

A basic installation of one Policy Server and numerous Scanning Servers is
required. Each scanning server in the configuration is analogous to a “real server”.
In addition the switch itself should also have an IP from the same subnet.

.  NOTE: This configuration also supports the HA-PS solution.

18
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The switch configuration example described below uses the following addresses:
NG scanning server 1: 10.194.150.210

NG scanning server 2: 10.194.150.211

Default gateway: 10.194.0.1

Switch IP address: 10.194.150.200

.  NOTE: All of the commands in the switch configuration can be copied
and pasted to the switch except for the ones which require IP changes.

.:-wrtcn mes-duke
Switch rmodule 1

H}wer rmoduie
Blower module 1 Powser module 1
- : —

mManagement
| module
| Reserved
¥ IO L1} DDCI. .
Bln-wer module 2 Powear module 2
P{m.ler module bery 4 Rear system LED panel

Switch module 2
Switch module bay 4

¥ NOTE: The IP of the switch by default is 192.168.70.127 —
192.168.70.130, depending on the location of the switch on the chassis,
such that the default IP on place holder number 1 is 192.168.70.127.

19
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= To log in to the switch

1. Log in to the switch via telnet using the “admin” password. The switch is
booted with factory default configuration. The following is displayed:

pouwer cycle

MAC Address: B@:16:68:fd:5a:68 Management IP Address (if 128>: 12Z2.168.76.137
Software Version 1.2.4.1 <(FLASH imagel}, factory default configuration.

3178570
EL4512611
¥YJ1ZGS61K?65
2634

2
PLD Firmware Uersion: 1.8

Temperature Sensor 1 {Warningl: 36.8 C (Marn at 77.8 Cr/Recover at V2.8 C)
Temperature Sensor 2 (Shutdown?: 37.8 C <(Warn at 98.8 C-/Recover at 88.8 C>

The switch is booted with factory default configuration.
To ease the configuration of the switch,. a "Set Up" facility which
will prompt you with those configuration items that are essential
to the operation of the switch iz provided.

Jan 1 18:35:38 122.168.78.137 NOTICE mgmt: admin login from host 192.168.70.13
4]

Hould vou like to run "Set Up' to configure the switch? [ysnl n

2. Typen (i.e. do not run the “Set up” to configure the switch).

3. Ensure that the switch configuration is empty by typing the following
command:

[cfg/dump
A clean configuration will give the following result:

script start "Nortel Networks Layer2-7 GbE Switch Module" 4 [****
/* Configuration dump taken 0:03:20 Thu Jan 1, 2070

/* Version 21.0.1.1, Base MAC address 00:13:0a:4d:13:00

/

script end [*rx*

4. If this result is not displayed, restore the configuration to default from the
chassis management module on the I/0 Module configuration screen (see
paragraph 6.2).

= To add IP of switch and set the default GW

¢ Add the IP of the switch and set the default GW by typing the following:

[c/13/if 1

ena

addr 10.194.150.200

mask 255.255.0.0

broad 10.194.255.255
/c/I3/gw 1

ena

addr 10.194.0.1
/c/slb/adv

direct ena

20
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= To configure the Vital Security NG scanning servers on the switch

¢ For Vital Security NG scanning server configuration on the switch, type the
following:

¥ NOTE: The Vital Security scanning server 1 and Vital Security scanning
server 2 IP addresses must be inserted, as well as the Vital Security
Scanning server group.

[c/slb/real 1

ena

rip 10.194.150.210

inter 10

retry 2

name "Vital Security NG scanning server 1 IP address"
[c/sIb/real 2

ena

rip 10.194.150.211

inter 10

retry 2

name "Vital Security NG scanning server 2 |IP address"
[c/slb/group 1

metric hash

health tcp

add 1

add 2

name "Vital Security NG Scanning servers group"

= To set filters to direct the HTTP & FTP traffic to the scanning servers

1. To set the filters to direct the HTTP & FTP traffic to the scanning servers
type the following:

[c/slIbffilt 20
name “filter http traffic"
ena
action redir
proto tcp
dport http
group 1
rport O
vlan any

[c/slIbffilt 20/adv
thash both

[c/sIbffilt 21
ena
action redir
proto tcp
dport ftp
group 1
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rport O
vlan any
[cIslb/filt 21/adv
thash both
[cIslb/filt 22
ena
action redir
proto tcp
dport ftp-data
group 1
rport O
vlan any
[cIslb/filt 22/adv
thash both
[c/slIbffilt 30
name "any other traffic redirect"
ena
action redir
proto tcp
group 1
rport O
vlan any
[c/slIbffilt 30/adv
thash both

2. Enable all the defined filters on the switch external port by typing the
following:

[cIslb/port EXT1
filt ena
add 20-22
add 30

4 Note: EXT1 - EXT4 are the NICs connection on the switch such that
EXTL1 is the upper one.

= Tosave the configuration
¢ To save the configuration type the following

apply
save

.  NOTE: It is recommended to save regularly while entering command
lines.

To setup transparent proxy in the Vital Security Web Appliance, please refer to
the Management Console Reference Guide , section 8.4.6.3.
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There are 2 methods for resetting the L2/7 configuration to factory defaults:
¢ Using the switch CLI
¢ Using the Blade Center Management Module

= To restore the switch to default “factory” settings:
1. Log in to the switch (as described in Paragraph 3.3 - To log in to the switch).
2. Navigate in the Main Menu to the Boot Options Menu.

Mote: The current running figurat
NOT heen d to FL
Lo make 1M PErmansent.

admin login from host
n Menu
Mennu
n Menu

aper ) omrmand Menu
hoot

maint
diff ges =tatsl|
apply ¥ pending Fig chs Ericl]
i naric]
1 comeosnd]

Select config block to use on next boot.
4. Type “factory” and press Enter.

Type “reset” and press Enter — this will prompt for confirmation. Confirm to
reset the switch to the default configuration.

23



finjan

L Load Balancing Configuration with NG-8040

= To restore the switch to default “factory” settings:

1. Enter IP to log in to the Blade Center Management Module. At the Welcome
screen click on Continue.

2. Inthe Blade Center Management Module, navigate on the left hand side to
I/0 Module Tasks -> Configuration and select the required switch Bay
(1-4).

BladeCenter Management Module server

Use the following links to jurmp down to different sections on this page

Bay 1
Bay 2
nito Bay 3

= Bay 4

Bay 1 (Ethernet SM)” @

Current IP Configuration
Configuration method:  Static

IP address 192.168.70.137
Subret mask: 2650.255.2550
Gateway address: 0.0.00

New Static IP Configuration
Status: Enabled
To change the IP configuration for this switch madule, fill In the following
fields and click "Save". This will save and enable the new IP configuration.

Configuration|

Fir pdate

IP address 19216870137
Subnet mask 255.255.255.0
Gateway address 0.0.0.0

Advanced Configuration
‘ http: /192,166, 70, 124 fprivatefady_sw.ssiPWEBINDEX=18JUNK=1 Va & Internet

= = “‘J. @0 0s [T:T,f“

. [®3s. <[ BmMoo. [ ¢ omen. B

3. Click the Advanced Configuration link. The Restore Factory Defaults
section is displayed.
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BladeCenter Management Module
= dll
Send Ping Reguests
Start TelnetAWeb Session
POST Results @

POST results available: FF: Module completed POSET successfully.

Advanced Setup a

External management over all ports Disabled w

Pregerve new IP configuration on all resets | Enabled

Cancel || Save

Restore Factory Defaults @

This action will cause all module settings to be set to their factory defaults. You will lose all the changes you made to
the configuration of this module as a result. In order to preserve the new [P configuration, set the field labeled "Presere
new |P configuration on all resets” to enabled. Clearing of the configuration will be followed by a restart of the madule. Click
the "Restore Defaults" button if you want to proceed.

[ Cancel H Restore Defaults ]

% Inkternet

4. Click Restore Defaults and confirm. This resets the switch and loads it with
the default settings.
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The following Vital Security NG-8040 troubleshooting commands are available:

Command

Description

f/info/I3/dump

This command will display the
following:

¢ Interfaces status — which
physical IP’s are configured and
their status.

¢ Default Gateways status —
Which Gateways are defined
and their status.

¢ Current IP port settings.
¢ VRRP status.
¢ ARP and Routing information.

Other options that are not related to the
example configurations described in this
document.

/info/slb/real

This command will display all the defined
real servers (scanning servers) and all
related configuration aspects (group,
services, virtual servers, etc).

/info/slb/virt

This command will display all the defined
virtual servers and all related
configuration aspects.

finfo/slb/filt

This command will display all the defined
filters and their related configuration
aspects.

f/info/slb/dump

This command will display all the above
‘slb” options and additional information
which is not related to the example
configurations described in this document.

[stats/I3/dump

This command displays all Layer 3
statistics.

[stats/slb/dump

This command displays all “slb’ statistics.

The above information can also be viewed using the HTML based GUI of the
switch as shown in the following example:
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=>  To view the IP Interface Configuration information

1.

(“admin”) and password (“admin”).

2.
Switch Menu.

N R fworis:

Revert Diff Dump DumpBk DumpAc

Show Log

Enter the IP address of the switch and at the login screen type the username

Click on DASHBOARD and then on the Nortel Networks Layer2-7 GbE

e e oeeow Alleon (S

Apply Save

Help Logout

Jan 1 0:01:1410.194.150.46 NOTICE system: rebooted {(power cycle)

-2 Switch

{11 Spanning Tree Groups

~ Vitual LANs

<23 RMON henu

~{J IP Routing

3 L4 Switching

~{] Layer 7 Resource Definition
~(1 witual Routing

<

3.

I3 Nortel Networks Layer2-7 GBE Switch M

Switch Mame

Bwitch Location

Switch Type

Last Boot Titue

MAC Address

Switch Software Version
Flash Configuration
PCBA Part Humber

FAB Number

Berial Number
Manufacturing Diate
Hatdware Rewvision

PLD Firmwarare Version
Temperature Sensor 1
Temperature Senzor 2
Mainboard Hardware
Management Processor Hardwrare

£ Fast Ethernet Board Hardware

Hortel Networks Lagyer2-7 GhE Switch Module
0:00:59 Thu Jan 1, 2070 (power cyels)
00:130a:4d:13:00

210112

FLABH imagel, active configuration.
318210-4

EL4512001

YNZLZACBOLE

0450

fi

38

38.5C (Warn at 75.0 C/Recover at T0.0 C
39.5C (WMaen at 90.0 C/Recover at 80.0 C)

Part Ho: Rew:

Patt Mo: Rev:

Part No: Rew:

Navigate in the Nortel Networks Layer2-7 GbE Switch Menu to IP

Routing > IP Interfaces to view the IP Interface Configuration Information.

NERTEL s

Apply Save

Revert Diff Dump DumpBk DumpAc Show Log

CONFIGURE STATISTICS DASHBOARD A"‘eo n ‘ - ' S

Help Logout

Jan 1 0:01:1510.194.150. 46 NOTICE server: link up on port INTE

X3 Switch
~(1 Spanning Tree Groups
-3 Vidual LANS

3 RMON Menu
~3 IP Routing
P interfaces

Metwark Routes
Static IPMC Routes
MNetwark Filters
Route Maps
Eorder Gateway Protocol
Default Gateways
0SPF Routing Protocol
~E3 1GMP

A Domain Name System

PREEBPRER

A Bootstrap Protocaol Relay
A General
A Switch Ports

o e

31 Nortel Networks Layer2-1 GbE Switch *

IP Interfaces (1-250From |1
IP & ddress (D000 = ang) | 0.0,0.0
VLA Identifier (0 = angd) |0
State | any

Search Operation or 88
IP Interface

250

IP Interfaces Confignuration

To

2580
Subnet Iask 265265 255 255

IP Address Enabled? Subnet Mask Broadcast Address VLANID
1 1019415046 enabled = 25525500
19216870137 enabled 2552552550

10194255255 1
192 168 70255 4095
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